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PLGrid Consortium

Established in 2007 under an
between the largest
polish HPC centers in order to
distributed
infrastructure for

science - PLGrid infrastructure
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Centre of Infarmatics Tricity
Academic Supercomputer
and network

Poznan

WCSS

Interdisciplinary Centre for
Mathematical and Comiputational
Modelling at University of Warsaw

ICM UW
Warsaw
NCBJ
Swierk
National Centre For
Nuclear Research
CYFRONET Cyfronat AGH

Cracow
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PLGrid projects implemented as part

Polish Infrastructure for
Supporting Computational
Science in the European
Research Space PL-Grid

Domain-oriented services and resources
of Polish Infrastructure for Supporting

Computational Science in the European
Research Space - PLGrid Plus

National Supercomputing
Infrastructure for EuroHPC
- EuroHPC PL

<

of a consortium

New generation domain-specific
services in the PL-Grid Infrastructure
for Polish Science

National Competence Centres
in the framework of EuroHPC
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PLGrid infrastructure
resources for scientiffic
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HPC resources integrated with PLGrid infrastructure
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Prometheus
2,4 PFlops

Ares
4 PFlops

Athena

7,7 PFlops

BEM
0,86 PFlops
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Eagle
1,37 PFlops
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Tryton
1.41 PFlops
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LUMI

LUMI
550 PFlops
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PLGrid operational
tools and platforms

/e 1dP service
z
/e User portal

Resource allocation
platform
User support
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Resource allocation platform

Make innovative research with us!

Srotilarm with softwirs




PLGrid users active accounts >10k active users

83 Universities
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8 35 PAS members and institutes
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| 59 Number active computational grants per month (since 2012)

% >3,5k completed computational grants

>4k @ publications
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PLGrid infrastructure is
ready for EOSC

Systems KDM: 4itai, Ares,
03 Athena, Bem, Prometheus, Tryton

Tier-0 Systems | LUMI
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- @2 (1Y rier1 systems | @ euronipcL

Infrastructure
PMIB and ESFRI

Industry @ %  EUROPEAN OPEN
and administration =3  SCIENCE CLOUD

Quantum computers



“‘F—ﬂ Project on Polish Roadmap for Research
SGRID) Infrastructures:

PLGrid infrastructure
for EOSC

% federated cloud computing services

% large-scale data processing

< FAIR for computer science datasets

% repeatability and reproducibility of results
% domain-speciffic tools

% common infrastructure exposed to EOSC
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High performance

ACC Cyfronet AGH computing services for
prevention and control
of pests in fruit crops

EOSC related activity
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project to calculate and Project objectives

evaluate meteorological R I
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https://grapevine-project.eu/

Thank you for your attention.



