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De Rosnay, J. The macroscope, Harper & Row, NY, 1979



http://pespmc1.vub.ac.be/macroscope/default.html

Large Language Models

LOGICAL INFERENCE CHAINS

SEMANTIC PARSING COMMON-SENSE REASONING

PROVERBS PATTERN RECOGNITION
ARITHMETIC TRANSLATION
CODE COMPLETION DIALOGUE
JOKE EXPLANATIONS
READING COMPREHENSION PHYSICS QA

SUMMARIZATION LANGUAGE UNDERSTANDING

540 billion parameters

PaLM: Scaling Language Modeling with Pathways (2022)
Aakanksha Chowdhery, + 67 authors _ Experts, Data, HPC e



Large Language Models

Explaining a joke

Prompt
Explain this joke:
Joke: Did you see that Google just hired an eloquent whale for

their TPU team? It showed them how to communicate between two
different pods!

Model Response

Prediction: TPUs are a type of computer chip that Google uses
for deep learning. A "pod" is a group of TPUs. A "pod" is also a
group of whales. The joke is that the whale is able to
communicate between two groups of whales, but the speaker is
pretending that the whale is able to communicate between two
groups of TPUs.

PaLM explains an original joke with two-shot prompts

PaLM: Scaling Language Modeling with Pathways (2022)
Aakanksha Chowdhery, + 67 authors _ Experts, Data, HPC ‘



New Al paradigm

Accelerated discovery cycle
Impressive progress
Superior to humans in many tasks
Deep and reinforcement learning
Deep neural networks
Application in Language, Vision, Robotics
LLMs require
Experts, Supercomputing, Data
LLaMA-2 (70B) : 1.7M GPU hours A100-80Gb (~ 1000 A100 71 days)



https://arxiv.org/abs/2307.09288

eep Learning: HPC
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The rise of artificial intelligence over the las

t 8 decade
computation has increased, Al systems have become more powerful
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The color indicates the domain of the Al system: ®Vision ® Games ® Drawing ® Language ® Other

Shown on the vertical axis is the training computation
that was used to train the Al systems.
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AlphaGo defeated 1-time champion Lee Sedol at the ancient and highly
complex board ame Go. The best Go players are no longer human.

A|DhaFold 2020; 100 000 petaFLOP

DA
DALLE can generate high-quality images from written descriptions.

NEO:
Recommendation systems like Facebook's NEO determine wh
your social media feed, online shopping, streaming services, and more.

text
y
GPT-3: 2020; 314 million petaFLOP -
GPT-3 can produce high-quality text that is
often ndisthguishable rom hsan wiiting
L-E: 2021; 47 million petaFLOP

GPT-3

2021; 1.1 million petaFLOP
at you see on

AlphaGo: 2016; 1.9 million petaFLOP

10,000 petaFLOP Ipl major g
MuZero: 2019; 48,000 petaFLOP

MuZerois assi at achieved

p roblem in biology.

chess, and shogi Uupnnese chess7 — all without ever being told the rules.

100 petaFLOP

AlexNet: 2012; 470 petaFLOP—

A pivotal early “deep learning” system, or neural network with many layers, that
2 ize i f obje dogs and human e

1 petaFLOP = 1 quadrillion FLOP

10 trillion FLOP
TD-Gammon learned to play backgammon at @ high
level, just below the top human players of the time.

100 billioh, FLOP NetTalk: 198781 billion FLOP @
NetTalk was able to learn to pronounce some English text by being given
text as input and matching it to phonetic transcriptions. Among its many
limitations, it did not perform the visual recognition of the text itself.

TD-Gammon: 1992; 18 trillion FLOP ®

NPLM o B

Decision tree
LSTMg .

® LeNet-5

® RNN for speech

1 billion FLOP Q2ndemonium (Morse) ® System 11
Samuel Neural Checkers
® Back-propagation
‘Neocognitron: 1980; 228 million FLOP
il precursor of modern vision systems. It could recognize
10 millonkLOR ‘handwritten Japanese characters and a few other patterns.
® Fuzzy NN
® Perceptron Mark I: built in 1957/58; 695 ouo FLOP
d the first artificial the left side
100,000 FLOP from those marked on the right, but it could ol recognize many other types of patters
® ADALINE: built in 1960 and trained on around 9,900 FLOP
An early single-layer artificial neural network.
1,000 FLOP
® Theseus: built in 1950 and trained on around 40 floating point operations (FLOP)
10 FLOP Theseus was a small robotic mouse, developed by Claude Shannon,

that could navigate a simple maze and remember its course.

re Deep Learning Era
The first electronic computers
were developed in the 19405

1960 1970

1956: The Dartmouth workshop on Al, often
seen as the beginning of the field of Al research

1940 1950 1980

Training computation grew in line with Moore’s law, doubling roughly every 20 months.

1990

Deep Learning Era
Increases in training computation
accelerated, doubling roughly

ery 6 months.

' 2000 2010

1997: Deep Blue beats world
chess champion Garry Kasparov

2020

The data on training computation is taken from Sevilla et al. (2022) - Parameter, Compute, and Data Trends in Machine Learning.

Itis estimated by the authors and comes with some uncertainty. The authors expect the
OurWorldinData.org - Research and data to make progress against the world's largest problems.

ates to be correct within a factor of two,

Licensed under CC-BY by the authors
Charlie Giattino, Edouard Mathieu, and Max Roser
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Large Language Models

LANGUAGE MODEL SIZES TO MAR/2023
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Deep Learning: HPC

In a gold rush for compute, companies build bigger than national supercomputers

“We think the most benefits will go to whoever has the biggest computer” - Greg Brockman, OpenAl CTO

Current NVIDIA A100 GPU count Future NVIDIA H100 GPU count
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stateof.ai 2022

https://www.stateof.ai/
https://eurohpc-ju.europa.eu/about/our-supercomputers en



https://www.stateof.ai/
https://eurohpc-ju.europa.eu/about/our-supercomputers_en

Ssummary

Unthinkable Al applications just a few years a

o)
Even more amazing results in the near future (%Ic:y by day)
e Experts, Supercomputing, Data ...

e Regarding HPC:
o Not only for big research projects .. (RES, MN5, EuroHPC JU, ...)
o Small, medium HPC facilities
o Flexible access to GPUs:
m  small, medium HPC facilities

e Undergraduate CS and Al students
PhD students

o
e Small Research groups
o
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